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Abstract. The main objective of this paper is to develop a method of estimation for a general simultancous
equations model with time-series and cross-section data. The most commeon estimation methed used in the
literature is the 3SLS, and it accounts for the endogeneity issue and disturbance correlation across equations
for a given time period. The suggested 2SLS/SUR method accounts for the endogeneity issue and the
disturbance correlation across time periods for a given equation. This method {s a novel econometric
procedure for estimation and we are unaware of any prior published study that has used it in the context of'a
simultaneous-equations approach.

Introduction

Most economic theories are based on sets or systems of relationships, therefore, they are
expressed in terms of multiple-equations. One of the main advantages of expressing
economic theory in a system of equations is to show the interdependency that
characterizes some of these theories. This interdependency or simultaneity issue between
some equations or in the whole system, which is called simultaneous equations system,
is a practical problem in the subject of Econometrics. The presence of this simultaneity
has an implication for the estimation of each equation and the complete system because
of the feedback effects and the dual causality between variables from one side and the
disturbance correlation across equations and across time periods from the other side. The
main objective of this paper is to present a new econometric procedure for estimation of
simultaneous equations models with time-series and cross-sectional data.

This paper shows the most common econemetric procedures used in the literature
to estimate such simultaneous equations models. The first section of the paper gives a
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general form of simultaneous equations model for M equations, N observations, and T
time periods. In the second section of the paper, an analysis of some possible
disturbance correlations between equations, observations, and time perieds is shown.
The most cominon estimation method for this kind of models is discussed in section
three. Section four shows the suggested estimation technique for simultaneous equations
models with time-series and cross-section data and discusses a study that applies these
two methods of estimation. The last part discusses the possibility of pooling the data in
the whole system as the best option.
1. A General Form of Time-series and Cross-section Simultaneous
Equations Model

Consider a set of M equations, K exogeneous variables, N observations, and T time
periods. This means we have a number of N observations for each equation and M
equations for each time period. Therefore, each time period has the same endogenous
and exogenous variables and the same number of observations. For each time period, let
the general structural form of the model be as follow:'

YiYir+¥a¥ar -+ ¥mY mr X8y +x2Bop o+ x By +8, =0

YiYiz t+¥a¥22 + oYM Mz +X9B21 +X0Bp o+ x By +E0 =0 (1.1)

YiYIM TY2Yam b H MY M 5By +XoBou -+ Xy Py +Ey =0,

where:

Each of the vectors y,...yy represents the N observations on the M endogenous
variables,

Each of the vectors x,...x, represents the N observation on the K exogenous
variables.

Each of the vectors €,...g, represents the N observations on the M random errors.

y’s and [3’s are the structural parameters of the system that will be estimated.

In matrix notation, this system could be written as

Y11 Y22 Y 1M Bi1 Bra--Bim

Y21 Y22 ---Y2m Bar Bz --Pam
[yl yZyM] . +[X1 Xz...XK]

YMIYM2 Y MM Bxi Bz ---Bxm

+[s] 82...5M]:0 (1.2)

For the full set of N observations, the structure is given by

' Bold faced lower case letters refer to vectors and bold faced upper case letters refer to matrices.
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Y ' X B=E
NxM MxM NxK KxM NxM

X1 - XK
X21 ...... XK
Where X=

XN] ...... XNK Nack
Yir- Yim

and Y= R
YN1 - YNM g

€11 €12 .- B1M
E=

Given that I is a square matrix and assuming it is nonsingular, then we could get
the reduced form for all the N observations and all the M jointly dependent variables in
the conventional way,

Y =- XBI'! 4EI (1.3)
Let, IT=-BI"' and V = EI'! | then the above expression could be written as
Y=XI+V (1.4)

Assume that the disturbances are correlated across equations and uncorrelated
across time period. This means we need to estimate the whole system for each time
period separately as long as that equation’s disturbances are not correlated among time
periods. Therefore, we want to estimate the reduced form matrix (1I) and from it we can
retrieve estimates for the elements of B and I'. The most common estimation method
used in the literature for this kind of models is the three stage least squares (3SLS).

2. Analysis of Disturbance Correlations

Before starting the discussion of the estimation methods, it is worthwhile to
explain the equations disturbance correlations in some detail. Some possible disturbance
correlations between observations, equations, and time periods are shown in Fig. 1. To
understand these correlations, let the ¢ and s subscripts indicate two different time
periods in the system, et the m and / subscripts indicate two different equations in the
same system, and let the n and g subscripts indicate two different observations in that
system. Within each time period r and s, there are two different equations. These
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equations are y, and y,, for period t and y,; and y,,, for period s. Each equation contains
N observations, and for any given two observations » and g, there will be eight different
cquations: Yiins yllgs Yomns Y!mgu Y,n‘m » y.v.’gs Ysmn and yArmga and their Corresponding
disturbances are: g,,, Eyg, Emps Eimgs Bstns Esm» a0 €., TESDECtiVElY.

This paper as shown in Fig. 1 is mainly concerned with two kinds of disturbance
correlations. These two kinds of disturbance correlations are indicated in Fig. 1 by their
corresponding roman numerals. The first kind is shown by [ and the second by II. The
first correlation, which is accounted for by the 3SLS method discussed in the next
section is between disturbances of different equations, but of the same observation and
time period (e.g., & and €.,). The second correlation which is accounted for by the
suggested 2SLS/SUR method discussed in the last section is between two disturbances
of different time periods, but for the same equation and observation (e.g., ey and g,,).
This means any other kind of disturbance correlation is assumed to equal zero.

3. Three Stage least Squares (3SLS)

The 3SLS applies the generalized least-squares estimation to all equations that
have been estimated individually by 2SLS. Therefore, it considers information on the
complete structure of the model. The 2SLS provides a very useful estimation procedure
to get a unique estimated value for each structural equation parameter.

The real advantage of using the 3SLS method over the 25LS is that it is
asymptotically more efficient when the structural equations disturbances are correlated.
Moreover, 2SLS, which estimates the system equation by equation, accounts for all
exogenous variables in the system and only the endogenous variables in each specific
equation, whereas 3SLS accounts for all exogenous and endogenous variables.
Therefore, the first is called a full-information method and the second is a limited
information method.’

In this study we assume that each structural equation is over-identified. Therefore,
the whole system is assumed to be over-identified and consistent estimation of all
parameters is possible. To see the 3SLS procedure, let us write each of the structural
equations in the above general form as follows:

* Some of the studies that have used either method in Simultaneous-equations Models are Greenwood [1],
and Metwally [2].
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Fig. 1. Analysis of disturbance correlations.
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Y =Z, 5 +g
y.=Z, 8, tg,
: (3.1)
yb,:ﬁZ"1 . t+e,
where
Nx(zn:1j+K):[Yj Xj}

and ¥
&, = B.
(M+Kyxl J

This 7, matrix contains all the explanatory variables (both jointly dependent and
predetermined) in the right-hand side of the jth equation. By stacking the above
individual equations, we get the M structural equations for all N observations as

yi | |2y by ||#
2 || % 82 ||#2 |.
M Zpt 8w [|Bm
or, compactly, as
= z 5 + = (3.2)

NMxt NMxM+KyM (M+KyMx1 NMx1
where
E(s)=10;

This means each element of the disturbance vector ¢ has a zero mean, and
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r . - ~ -‘
8182 €8, ...ElﬁM

E (88‘) -E 8281 5252 . EZSM
NMxNM : :

(3.3)

| EmEy EM 2 EMEm |

0'111 0'121 UiMI
0'211 (5221 UZMI z
= | %2 ©: ®1
; : MxM
GlMlI GMZI“‘GMMI

This is the matrix of variances and contemporaneous covariances, and it contains
the disturbances of different equations for the same observation N and the same time
period. Using this stacked model and the instrumental variable (IV) estimator, it can be
shown that the 3SLS estimator is’

83.SLs [[Z'(E_] ®I)Z]”IZ'(E_1®I) ] (3.4)

The first stage in this method is to estimate the KxM matrix [T in equation {1.4) by least

squares and compute the predicted values for each equation (\A{j) Then it is possible to
form a ( g B matrix that contains the jointly dependent variables’ predicted values and

the exogenous variables in the right-hand side of the j th equation: (Z )
ij:[Yj xj]
The second stage is to estimate &j, which appears in equation (3.2) by the
regression of Y; on 4 . This gives the 2SLS estimator of &,,5.5. Then 6ij can be
i

calculated by:

5 % (yi—Z; 8,y (y;-Z;%5)
Y N N ’
where N is the total number of observations.

From this stage we get the estimated X as:

* For the derivation of the 3SLS estimator, see Greene (3, p. 611).
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The last stage is to compute the 3SLS estimator of equation 3.4 using the above
estimated Z and % .

Finally, it is worthwhile to mention that the 3SLS method is preferable to other
methods of estimation such as ordinary least squares (OLS), Indirect least squares (ILS),
and 2SLS because 3SLS has greater asymptotic efficiency for this kind of model and
that because the equations disturbances are expected to be correlated. The only
shortcoming of this method is that it accounts for the equations’ disturbance correlation
within each time period, but not among different time periods.

4. Two State Least Squares/Seemingly Unrelated Regression (2SLS/SUR)

This suggested method is based on doing the Zellner's SUR in the context of a
simultaneous-equations systern. One way to do this is to apply both the 2SLS and SUR
methods. Applying the 2SLS method will account for the endogeneity or simultaneity
issue in the system, and then applying the SUR method will account for the disturbance
correlation between different time periods. In order to be able to apply the 2SLS/SUR
method, a balanced data set is required; that is, each time period is required to have the
same number of observations.

The first step in this method is similar to the first two stages in the previous
method (3SLS). This is to apply 2SLS for each of the assumed balanced data sets (time
periods) to obtain the predicted values of the right-side endogencus variable of the
model. This gives the Z, matrix, defined above, but now it has to be obtained based on
balanced data sets* :

Now, since we assume that each time period has the same endogenous and
exogenous variables and the same number of observations, then it is possible to establish
a single new data set tht contains all different time periods variables and observations,

* Schmidt (4) shows an estimation of SUR with unequal number of observation. -
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The next step is to apply the SUR using the above computed predicted values on
the right-hand side of each equation, to account for the error correlation across the
corresponding equations from each time period.

Since we assume different time periods in this study, we will refer to each one by t,
and to any given equation by m. Then the corresponding m equations within the t
different time periods could be written as’

¥Ym ~ §7ml Yml + Xml Bml TEmt (4.1)
Ym2 = Vm2 Ym2 +Xm2 Poz +Em2

Yol = ¥l YmT +XmT BT +€mT

where
E(Em[)=0= m=1,“——,M, t=1:___T

and

€€ E(E5...E & oyl ol oppl

, EsEy B8y ..ByEq oyl opliioypld
Eene' ) =E| . =| .
E1E, EqrE,...EpE
T%1 ®T%2 T*T c:T][ O’TZI... GTTI

Assume that the disturbances are correlated across the different t time periods and
uncorrelated across the equations. To see that, let m and / subscripts indicate two

different equations in the system, and t and s subscripts indicate two different time
periods in the system. Then

E(egmey)=0 if m=/, and Qotherwise,
Therefore, the variance-covariance matrix for the m™ equation could be written as:

O'HI 0'121 U]TI

E(e, &)=0ulr=|op] oyl oyl =3 O

TxL 1xT UTII O'TQ_I O'TTI

The above m equations shown in (4.1} for the t different time periods could be
written, compactly, as

* Each of the ¥, X, and & (Nx1) vectors is defined in the beginning of section I.
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Y = Z Y + €
TNx1  TNx(T+k,T (T+kyTxl  TNxl
where
y ZM]
M1 Nx¢T+K;
yMZ N =
Y=i , Z= ZMZ
YMT ~
] “mr |
T M1 My
Ymz2 M2
Y=I: g=| :
¥ mT EMT

A good candidate to estimate this system of SUR is the Feasible Generalized Least
Squares (FGLS) estimator ©;

G- [[2’(}3*1 ®1)Z]—‘ 2*()‘:*' ®I)y]
where the estimator ¥ is based on least squares residuals; that is,
émt =Y~ Xy bmt,

and its elements are given by

Ao
~ Cmnit€
G = mfrms

and, as in Judge ez al. (5), the above estimator 7 is called the Zellner's seemingly
unrelated regression estimator.

Clearly, in comparing this suggested method of estimation {25LS/SUR) with the
previous method (3SLS), we realize that the 2SLS/SUR accounts for the disturbance
correlation between time periods, which is shown by Il in Fig. 1, and assumes a zero
disturbance correlation between equations in a given time period, while the 35LS does
exactly the reverse: It accounts for the correlations between equations in a given time

® we suggested the FGLS estimator and not the GLS estimator because the variance-covariance matrix is
unknown. For more details, see judge, ef al. (5, p. 321} and Amemiya [0, p. 186].
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period, which is shown by I in the same figure, but assumes a zero disturbance
correlation among time periods. The method that is more appropriate to estimate the
assumed system of equations depends on which of the above two correlations is more
important, and that, in tumn, depends on the empirical results that will be derived from

applying each method of estimation.
5. Panel Data Model (Pooling the Data)

The procedure is based on pooling, or combining, cross-sectional and time-series
data. The idea is to create one data set that has all observations (N} of all time periods
(T). Since each time period has a balanced number of observations N, we end up with
TxN observations for each variable in the new data set. The model associated with the
TxN observations could be written as:

yn =Yurn+Xn B +én
Nxl

Vig =¥12 Y12 ¥ Xy2 Bty
Nx1

Yir =Yir Vir + X Bir +Ep2
Nxl

Ymi =Yg Ywms + X Bmi +Ema
Nx1

Ymz2=Ym2 M2+t Xm2 tEM2
Nx1

Ym,r =Ym,1 M+ XM BMm,r HEM,T
Nxl

or compactly, as
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[y [ § 1 Y1
NTxl NTxM Mxl
¥a ¥ Y2
NTx1 = NTxM Mx! +
¥ ¥ ™M
LNTx1INTMxL L NTXMINTMxMM LMx1 IvMx]
_ q _ .
XI Bl €]
NTxK Kx1 NTxl
X2 5] P
NTxK Kx1 + | NTxl
XM Bm EM
L NTKINTMxKM L RxL kMl UNTXLINTMEI

Altemnatively, that could be written as

Y = Y y + X + €
NTMx1 NTMxMM pmpixi NTMxEM g NTMx]

Assuming the availability of data for each observation over the T time periods,
then the practical question is whether or not the cross-section parameters of the
statistical model remain constant over time. If they remain constant, then it is possible to
pool the data of the T time periods to get more efficient parameter estimates. But if the
cross-section parameter shift over time, then pooling is not an appropriate procedure.

In order to answer this important question of whether or not pooling is an
appropriate procedure, the following null and alternative hypotheses need to be tested.

HO: B|=B1="'=BK
H,: at least one B; # [5;

where

K = the number of parameters in the m™ equation
itandj=1,.. ., K

Accoerding to the null hypothesis (Ho), the coefficients are going to be the same and
constant over time periods and over cross-section observations, while the alternative
hypothesis (H,} means the opposite. Therefore, if Ho is not rejected, then pooling is an
appropriate procedure, but if it is rejected, then we cannot pool because that will
misspecify the statistical model.
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For testing the above two hypotheses, the following test statistics could be applied:
{6‘3—(8'] €] +C'2 €9 +€'3 83)} /K

_ =F(K,N-K)
ey e ey ey +e’yeq/(N-K)

where
e'e = residual sums of squares resulted from the pooling regression;

e’.e, = residual sums of squares resulted from each individual regression, t=1, ..., T.

alternatively, this test could be written as
(ESS1 - ESS2)/2K
ESS2/(N - 2K)

=F(K,N-K) (5.1)

where

ESS1 =e’e = residual sum of squares resulting from the pooling regression.

T
ESS2 = » e =total residual sum of squares of the individual regressions.
T q g
t=1

The test shows how much bigger is the pooled (ESS) than the sum of each of the
three periods (ESS). The left-hand side of equation (5.1) gives the calculated test
statistic, while the right-hand side gives the tabulated F statistic for a given level of
significance {e.g., 5%). If the tabulated F statistic is greater than the tabulated test
statistic, then the null hypothesis will not be rejected. The ESS1 is obtained for the
pooled data by running a least squares regressions for each time period using the
predicted values of the endogenous variables. The ESS2 is also obtained by running
separate least squares regressions for each time period using the predicted values of the
endogenous variables.

Finally, in a study that develops a large simultaneous-equations model of
metropolitan employment growth and migration in the U.S. A, Aldakhil [7, p. 140] uses
the above three econometric procedures for estimation purposes. The study model
consists of 17 equations (10 structural equations and 7 identities), 17 jointly dependent
{endogenous) variables and 19 independent (exogenous variables), The model has been
estimated in double-logarithmic form for three different time periods (decades). The
study’s empirical results suggest that the 2SLS/SUR method is more appropriate than the
3SLS to estimate the system and that implies the importance of the disturbance
correlation within time periods for the same equation in that kind of study. For both
methods, the number of estimated coefficients in the structural equations was 88 in each
time period. The 2S5LS/SUR method dominates the 3SLS in terms of the number of
significant coefficients. Moreover, it has a greater number of signs that are not
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unexpected signs and corresponding coefficients that are significant in the firs two
periods and almost the same number as 3SLS in the last period.”

In order to pool the above study data it has been found that each structural
equation in the system has a calculated test statistic greater than the tabulated F statistic.
Clearly, this means the null hypothesis, that the coefficients arc going to be the same and
constant over the periods and over cross-section observations, must be rejected.
Therefore, the data cannot be pooled over the three time periods, because fitting them
together will misspecify the model, since the coefficients, as concluded, are not the
same,

Summary and Conclusion

This paper develops amethod of estimation for a general simultaneous equations
model with time-series and cross-section data. The model consists of M equations, K
exogenous variables, N observations, and T time periods. There are two main issues in
this kind of models, the first is the endogeneity of variables in each equation and in the
whole system and the second is the disturbance correlation across equations and across
time periods. The 3SLS is the most common estimation method in the literature and it
accounts for the endogeneity issue and the disturbance correlation across equations for a
given time period. The suggested 2SLS/SUR method accounts for the endogeneity issue
and the disturbance correlation across time periods for a given equation. This method is
a novel econometric procedure for estimation and we are unaware of any published
study that has used this suggested econometric methodology in the context of a
simultaneous-equations approach. The decision regarding which method to use depends
on the relative importance of each kind of disturbance correlation and this is based on
cach method’s empirical results. It is worthwhile to mention that the most preferred and
approprite estimation method for simultaneous equations models with time-series and
cross sectional data is the 3SLS/SUR because it will take into account the endogeneity
and both kinds of disturbance corelations. Therefore, one way to push this study forward
is to develop and employ the 3SLS/SUR estimation technigue by considering computer
and program limitations.
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